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#### Abstract

In this paper, we have considered a Bi-Objective Transportation Problem, minimizing the total transportation cost and delivery time. A solution approach using $D_{1}$ - distances in the lexicographic goal programming is used to solve. The solution corresponding to the minimum $D_{1}$ - distances gives the best compromise solution. A numerical example is also given to illustrate the procedure.
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## 1. INTRODUCTION

The transportation problem is one of the oldest applications of Linear Programming Problem (LPP). The standard form of the transportation problem was first formulated along with the constructive method of solution by Hitchcock (1941). The transportation problem can be converted by to a standard Linear Programming Problem and can be solved by simplex method. In a classical transportation problem, a product is to be transported from ' $m$ ' sources to ' $n$ ' destinations. The availability of that product at ' $m$ ' sources to ' $n$ 'destinations are $a_{1}, a_{2}, \ldots, a_{m}$ and $b_{1}, b_{2}, \ldots, b_{n}$ respectively. The penalty ' $c_{i j}$ ' that is the coefficients of the objective function can represent transportation cost, delivery time etc. This discussion was all about when the objective that is to be optimized was single but in many practical situations multiple penalty criteria may exist concurrently, which forced researchers to think and work for multi-objective transportation problem. Lee and Moore (1973) have studied the multi-objective optimization of the transportation problems. Iserman (1979) presented an algorithm for solving linear multiobjective transportation problems by which the set of all efficient solutions was enumerated. Ringuest and Rinks (1987) also proposed two approaches for obtaining the solution of linear multi- objective transportation problems. Bit et al. (1992) also developed a procedure for solving multi-criteria decision making transportation problems. Panda et al. (2005) have discussed the EOQ of multi-item inventory problems through nonlinear goal programming. Das et al. (1999) used fuzzy programming approach for solving multi-objective interval transportation problem. Waiel F. and El-Wahed (2001) studied multi-objective transportation problem under
fuzziness. Ali et al. (2011a, 2011b) have also used the integer nonlinear goal programming approach in multiobjective reliability optimization and sample surveys problem.
In the present paper a Bi-Objective Transportation Problem is considered and the solution is obtained by using lexicographic goal programming Technique with "Minimum $D_{1}$-distances". The individual objective optimal solution is obtained at first stage with help of ASM method (2012). LINGO software package is also used.

## 2. MULTI-OBJECTIVE TRANSPORTATION PROBLEM

The mathematical model of Multi Objective Transportation Problem (MOTP) is as follows:

$$
\begin{equation*}
\text { Minimize } F^{k}(x)=\sum_{i=1}^{m} \sum_{j=1}^{n} C_{i j}^{k} x_{i j} \tag{i}
\end{equation*}
$$

Subject to
$\sum_{j=1}^{n} x_{i j}=a_{i}, \quad i=1,2 \ldots m$
$\sum_{i=1}^{m} x_{i j}=b_{j}, \quad j=1,2 \ldots n$
$\sum_{i=1}^{m} a_{i}=\sum_{j=1}^{n} b_{j} \quad$ (balanced condition) (iv)
$x_{i j} \geq 0, i=1,2 \ldots m ; j=1,2 \ldots n$.

Where $F^{k}(x)=\left\{F^{1}(x), F^{2}(x) \ldots F^{K}(x)\right\}$ is a vector of $K$ objective functions and the superscript on both $F^{k}(x)$ and $C_{i j}^{k}$ are used to indicate the number of objective functions $k=1,2 \ldots K$. The solution procedure described below is indented for only two objectives (i.e. transportation cost and delivery time). The Bi-Objective

Transportation Problem (BOTP) is obtained on putting $K=2$ in equation (1) as

Min $F^{1}(x)=\sum_{i=1}^{m} \sum_{j=1}^{n} C_{i j}^{1} x_{i j}$ (Cost Minmizing Objective) (i) and
Min $F^{2}(x)=\sum_{i=1}^{m} \sum_{j=1}^{n} C_{i j}^{2} \quad X_{i j}$ (Time Minmizing Objective) (ii) Subject to
$\sum_{j=1}^{n} x_{i j}=a_{i}, \quad i=1,2 \ldots m$
$\sum_{i=1}^{m} x_{i j}=b_{j}, \quad j=1,2 \ldots n$
$\sum_{i=1}^{m} a_{i}=\sum_{j=1}^{n} b_{j} \quad$ (balanced condition)
$x_{i j} \geq 0, \quad i=1,2 \ldots m ; \quad j=1,2 \ldots n$.

## 3. $D_{1}$ - DISTANCE METHOD OF LEXICOGRAPHIC GOAL PROGRAMMING

In the problem (2), let us first consider the total transportation cost is more important than the total delivery time. Then we solve the problem (2) by minimizing (i) subject to (iii) to (vi) (i.e. we neglect the objective (ii)). Let the minimum of the (BOTP) (2), while neglecting the $F^{2}(x)$ (i.e. second objective) be $F^{1}(x)^{*}$. Next we solve the following (BOTP):

Minimize $F^{2}(x)=\sum_{i=1}^{m} \sum_{j=1}^{n} C_{i j}^{2} x_{i j}+\delta_{1}$
Subject to $\sum_{i=1}^{m} \sum_{j=1}^{n} C_{i j}^{1} x_{i j}-\delta_{1} \leq F^{1}(x)^{*}$
$\sum_{j=1}^{n} x_{i j}=a_{i}, i=1,2 \ldots m$
$\sum_{i=1}^{m} x_{i j}=b_{j}, j=1,2 \ldots n$
$\sum_{i=1}^{m} a_{i}=\sum_{j=1}^{n} b_{j} \quad$ (balanced condition)
$x_{i j} \geq 0, \quad i=1,2 \ldots m ; j=1,2 \ldots n$.
where $\delta_{1}$ is the deviational variable
By solving the BOTP (3) let the optimum delivery time obtained be $F^{2}(x)^{*}$. The following lexicographic goal programming problem is then solved:

Minimize $=\delta_{1}+\delta_{2}$
Subject to
$\sum_{i=1}^{m} \sum_{j=1}^{n} C_{i j}^{1} x_{i j}-\delta_{1} \leq F^{1}(x)^{*}$
$\sum_{i=1}^{m} \sum_{j=1}^{n} C_{i j}^{2} x_{i j}-\delta_{2} \leq F^{2}(x)^{*}$
$\sum_{j=1}^{n} x_{i j}=a_{i}, i=1,2 \ldots m$
$\sum_{i=1}^{m} x_{i j}=b_{j}, j=1,2 \ldots n$
$\sum_{i=1}^{m} a_{i}=\sum_{j=1}^{n} b_{j} \quad$ (balanced condition)
$x_{i j} \geq 0, \quad i=1,2 \ldots m ; j=1,2 \ldots n$
$\delta_{1}, \delta_{2} \geq 0$.
Let the solution of the BOTP (4) obtained be $\left(x_{11}^{(1)}, \ldots, x_{m n}^{(1)}\right)$.

Next we assume that the total transportation delivery time is more important than the total transportation cost. Then we solve the BOTP (2) by considering the delivery time objective and neglecting the total transportation cost objective. Let the minimum so obtained be $F^{2}(x)^{*}$. In the next step solve the following BOTP for optimum total transportation cost

$$
\begin{align*}
& \text { Minimize } F^{1}(x)=\sum_{i=1}^{m} \sum_{j=1}^{n} C_{i j}^{1} x_{i j}+\delta_{1} \\
& \text { Subject to } \sum_{i=1}^{m} \sum_{j=1}^{n} C_{i j}^{2} x_{i j}-\delta_{1} \leq F^{2}(x)^{*} \\
& \sum_{j=1}^{n} x_{i j}=a_{i}, \quad i=1,2 \ldots m  \tag{5}\\
& \sum_{i=1}^{m} x_{i j}=b_{j}, \quad j=1,2 \ldots n \\
& \sum_{i=1}^{m} a_{i}=\sum_{j=1}^{n} b_{j}(\text { balanced condition }) \\
& x_{i j} \geq 0, \quad i=1,2 \ldots m ; \quad j=1,2 \ldots n
\end{align*}
$$

Let the minimum cost obtain be $F^{1}(x)^{*}$.
The following lexicographic goal programming problem is then solved:

Minimize $=\delta_{1}+\delta_{2}$
Subject to
$\sum_{i=1}^{m} \sum_{j=1}^{n} C_{i j}^{2} x_{i j}-\delta_{1} \leq F^{2}(x)^{*}$
$\sum_{i=1}^{m} \sum_{j=1}^{n} C_{i j}^{1} x_{i j}-\delta_{2} \leq F^{1}(x)^{*}$
$\sum_{j=1}^{n} x_{i j}=a_{i}, \quad i=1,2 \ldots m$
$\sum_{i=1}^{m} x_{i j}=b_{j}, j=1,2 \ldots n$
$\sum_{i=1}^{m} a_{i}=\sum_{j=1}^{n} b_{j} \quad$ (balanced condition)
$x_{i j} \geq 0, \quad i=1,2 \ldots m ; \quad j=1,2 \ldots n$
$\delta_{1}, \delta_{2} \geq 0$.
Let the solution of the BOTP (6) obtained be $\left(x_{11}^{(2)}, \ldots, x_{m n}^{(2)}\right)$.

In this way the priorities are given to the objectives one after the other and a set of solutions is obtained. Out of these solutions, an ideal solution is identified as follows:

$$
\begin{aligned}
x_{i j}^{*} & =\left\{\min \left(x_{11}^{(1)}, x_{11}^{(2)}\right), \min \left(x_{22}^{(1)}, x_{22}^{(2)}\right), \ldots, \min \left(x_{m n}^{(1)}, x_{m n}^{(2)}\right)\right\} \\
& =\left\{x_{11}^{*}, x_{22}^{*}, \ldots, x_{m n}^{*}\right\}
\end{aligned}
$$

The $D_{1}$-distances of different solutions from the ideal solution defined in (8) below are then calculated. The solution corresponding to the minimum $D_{1}$-distance gives the best compromise solution.
A general procedure with $P$ objectives is the following. As explained above, we will obtain $P!$ (Factorial) different solutions by solving the $P$ ! problems arising for $P$ ! different priority structures.
Let $\quad x_{i j}^{(r)}=\left\{x_{11}^{(r)}, x_{22}^{(r)}, \ldots, X_{m n}^{(r)}\right\}, 1 \leq r \leq P$ ! be the $P!$ number of solutions obtained by giving priorities to $P$ objective functions. Let $\left(x_{11}^{*}, x_{22}^{*}, \ldots, x_{m n}^{*}\right)$ be the ideal solution. But in practice ideal solution can never be achieved. The solution, which is closest to the ideal solution, is acceptable as the best compromise solution, and the corresponding priority structure is identified as most appropriate priority structure in the planning context. To obtain the best compromise solution, following goal programming problem is to be solved.
$\left.\begin{array}{l}\underset{1 \leq r \leq P!}{\operatorname{Min}} \sum_{i=1}^{m} \varepsilon_{\text {ir }} \\ \text { subject to } \\ x_{i j}^{*}-x_{i j}^{(r)}-\varepsilon_{i r}=0 \\ \text { and } \quad \varepsilon_{i r} \geq 0,1 \leq r \leq P! \\ x_{i j}^{r} \geq 0, \quad i=1,2 \ldots m ; \quad j=1,2 \ldots n\end{array}\right\}$
where $\varepsilon_{\text {ir }}$ are the deviational variables.
Now,

$$
\begin{equation*}
\left(D_{1}\right)^{r}=\sum_{i=1}^{m} \sum_{j=1}^{n}\left|x_{i j}^{*}-x_{i j}^{(r)}\right| \tag{8}
\end{equation*}
$$

is defined as the $D_{1}$-distance from the ideal solution $\left(x_{11}^{*}, x_{22}^{*}, \ldots, x_{m n}^{*}\right)$, to the $r-t h$ solution $\left\{x_{11}^{(r)}, x_{22}^{(r)}, \ldots, x_{m n}^{(r)}\right\}$, $1 \leq r \leq P!$
Therefore,

$$
\begin{align*}
\left(D_{1}\right)_{\text {opt }} & =\operatorname{Min}_{1 \leq r \leq P!}\left(D_{1}\right)^{r}=\operatorname{Min}_{1 \leq r \leq P!} \sum_{i=1}^{m}\left|x_{i j}^{*}-x_{i j}^{(r)}\right|  \tag{9}\\
& =\operatorname{Min}_{1 \leq \leq S!} \sum_{i=1}^{m} \varepsilon_{i r} \tag{10}
\end{align*}
$$

Let the minimum be attained for $r=p$
Then
$\left\{x_{11}^{(p)}, x_{22}^{(p)}, \ldots, x_{m n}^{(p)}\right\}$ is the best compromise solution of the problem.

## 3. NUMERICAL ILLUSTRATION

Consider a bi-objective transportation problem with three sources and three destinations as follows:
Data for time:

|  | $\mathrm{D}_{1}$ | $\mathrm{D}_{2}$ | $\mathrm{D}_{3}$ | Supply |
| :--- | :--- | :--- | :--- | :--- |
| $\mathrm{S}_{1}$ | 16 | 19 | 12 | 14 |
| $\mathrm{~S}_{2}$ | 22 | 13 | 19 | 16 |
| $\mathrm{~S}_{3}$ | 14 | 28 | 8 | 12 |
| Demand | 10 | 15 | 17 | 42 |

Data for cost:

|  | $\mathrm{D}_{1}$ | $\mathrm{D}_{2}$ | $\mathrm{D}_{3}$ | Supply |
| :--- | :--- | :--- | :--- | :--- |
| $\mathrm{S}_{1}$ | 9 | 14 | 12 | 14 |
| $\mathrm{~S}_{2}$ | 16 | 10 | 14 | 16 |
| $\mathrm{~S}_{3}$ | 8 | 20 | 6 | 12 |
| Demand | 10 | 15 | 17 | 42 |

$$
\begin{aligned}
\operatorname{Min} F^{1}= & 16 x_{11}+19 x_{12}+12 x_{13}+22 x_{21}+13 x_{22} \\
& +19 x_{23}+14 x_{31}+28 x_{32}+8 x_{33}
\end{aligned}
$$

and
Min $F^{2}=9 x_{11}+14 x_{12}+12 x_{13}+16 x_{21}+10 x_{22}$ $+14 x_{23}+8 x_{31}+20 x_{32}+6 x_{33}$
subject to:
$\sum_{j=1}^{3} x_{1 j} 14, \quad \sum_{j=1}^{3} x_{2 j}=16, \sum_{j=1}^{3} x_{3 j}=14$
$\sum_{i=1}^{3} x_{i 1}=10, \sum_{i=1}^{3} x_{i 2}=15, \sum_{i=1}^{3} x_{i 3}=17$
$x_{i j} \geq 0, \quad i=1,2,3 ; \quad j=1,2,3$.
Solution by using Lexicographic Goal Programming Approach:

Table 1

|  | D1 | $\mathrm{D}_{2}$ |  | D 3 |  | Supply |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| S | 16 | 9 | 19 | 12 | 5 | 14 |



The BOTP (2) is solved by giving priority to the delivery time objective using the values are given in Table 1. The optimal values obtained from (2) and (3) are $F^{1}(x)^{*}=517$ and $F^{2}(x)^{*}=375$. Next we solve the following NLPP corresponding to (4):

$$
\begin{aligned}
& \text { Minimize } \quad \delta_{1}+\delta_{2} \\
& \text { Subject to } \\
& 16 x_{11}+19 x_{12}+12 x_{13}+22 x_{21}+13 x_{22}+19 x_{23} \\
& +14 x_{31}+28 x_{32}+8 x_{33}-\delta_{1} \leq 517 \\
& 9 x_{11}+14 x_{12}+12 x_{13}+16 x_{21}+10 x_{22}+14 x_{23} \\
& +8 x_{31}+20 x_{32}+6 x_{33}-\delta_{2} \leq 375 \\
& \sum_{j=1}^{3} x_{1 j}=14, \quad \sum_{j=1}^{3} x_{2 j}=16, \sum_{j=1}^{3} x_{3 j}=12 \\
& \sum_{i=1}^{3} x_{i 1}=10, \sum_{i=1}^{3} x_{i 2}=15, \sum_{i=1}^{3} x_{i 3}=17 \\
& x_{i j} \geq 0, \quad i=1,2,3 ; \quad j=1,2,3 .
\end{aligned}
$$

Table 2

|  | $\mathrm{D}_{1}$ |  | $\mathrm{D}_{2}$ |  | D3 |  | Supply |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 10 |  |  |  | 4 |  |
| S1 | 9 |  | 14 |  | 12 |  | 14 |
| S2 | 16 |  |  | 15 | 14 | 1 | 16 |
|  |  |  |  |  |  | 12 |  |
| S3 | 8 |  | 20 |  | 6 |  | 12 |
| Demand | 10 |  | 15 |  | 17 |  | 42 |

In similar manner, NLPP (2) is solved by giving priority to the total transportation cost objective and values are given in Table 2. we obtain the values $F^{2}(x)^{*}=374$ and $F^{1}(x)^{*}=518$. Next solve the following NLPP corresponding to (6):

$$
\begin{align*}
& \text { Minimize } \\
& \text { Subject to } \\
& 9 x_{11}+14 x_{12}+12 x_{13}+16 x_{21}+10 x_{22}+14 x_{23}+8 x_{31}+20 x_{32}+6 x_{33}-\delta_{2} \leq 374 \\
& 16 x_{11}+19 x_{12}+12 x_{13}+22 x_{21}+13 x_{22}+19 x_{23}+14 x_{31}+28 x_{32}+8 x_{33}-\delta_{1} \leq 518 \\
& \sum_{j=1}^{3} x_{1 j}=14 \\
& \sum_{j=1}^{3} x_{2 j}=16 \\
& \sum_{j=1}^{3} x_{3 j}=12 \\
& \sum_{i=1}^{3} x_{i 1}=10 \\
& \sum_{i=1}^{3} x_{i 2}=15 \\
& \sum_{i=1}^{3} x_{i 3}=17  \tag{12}\\
& x_{i j} \geq 0, i=1,2,3 ; j=1,2,3 .
\end{align*}
$$

The solution to the BOTP (12) using software LINGO 13.0 is
$x_{11}^{*}=10, x_{13}^{*}=4, x_{22}^{*}=15, x_{23}^{*}=1, x_{33}^{*}=12, x_{12}^{*}=x_{21}^{*}=x_{31}^{*}=x_{32}^{*}=0$
with $\delta_{1}=0$ and $\delta_{2}=0$

The solution to the BOTP (11) using software LINGO is
$x_{11}^{*}=9.8, x_{13}^{*}=4.20, x_{22}^{*}=15, x_{23}^{*}=0.80, x_{33}^{*}=12, x_{12}^{*}=0, x_{21}^{*}=0.20 x_{31}^{*}=x_{32}^{*}=0$
with $\delta_{1}=0.80$ and $\delta_{2}=0$

| Run | Priorities | $x_{11}^{*}$ | $x_{13}^{*}$ | $x_{21}^{*}$ | $x_{22}^{*}$ | $x_{23}^{*}$ | $x_{33}^{*}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | $F^{1}(x)^{*(1)}, F^{2}(x)$ | $\mathbf{9 . 8}$ | 4.2 <br> 0 | 0.2 <br> 0 | $\mathbf{1 5}$ | $\mathbf{0 . 8}$ <br> $\mathbf{0}$ | $\mathbf{1 2}$ |
| 2 | $F^{2}(x)^{*(1)}, F^{1}(x)$ | 10 | $\mathbf{4}$ | $\mathbf{0}$ | $\mathbf{1 5}$ | 1 | $\mathbf{1 2}$ |
| Ideal solution $\left(d_{i}^{*}\right)$ | 9.8 | 4 | 0 | 15 | 0.8 <br> 0 | 12 |  |

Table 4: The $D_{1}$ - distance from the ideal solutions

| priority <br> to | $x_{11}^{*}$ | $x_{13}^{*}$ | $x_{21}^{*}$ | $x_{22}^{*}$ | $x_{23}^{*}$ | $x_{33}^{*}$ | $\left(D_{1}\right)^{r}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| delivery <br> time | 0 | 0.20 | 0.20 | 0 | 0 | 0 | $\mathbf{0 . 4 0}$ |
| T. P. <br> Cost | 0.20 | 0 | 0 | 0 | 0.20 | 0 | $\mathbf{0 . 4 0}$ |

In Table 4 the $D_{1}$-distances of all possible solutions from the ideal solution are calculated. From Table 4 it is clear that the minimum of the $D_{1}$-distances of the two priority structure solutions from the ideal solutions are equal to 0.40. Therefore the tie occurs. Thus, we may choose any one of the two priority structures. But for our problem we choose second priority structure because it is providing exactly ( $m+n-1$ ) number of allocations.

## 6. CONCLUSION

The $D_{1}$-distances method of lexicographic goal programming is a powerful technique for solving Biobjective optimization problem. In real life situations applications of $D_{1}$-distances method of lexicographic goal programming are sound in engineering design etc. in this paper, the problem of allocation in transpiration problem is considered as a Bi-objective optimization problem. A solution procedure is developed to solve the resulting mathematical programming problem by using $D_{1}$-distances. The solution which is corresponding to
minimum- $D_{1}$ - distance is the best compromise solution. The solution described here is much simpler than complex analytical techniques described in literature.

## REFERENCES

[1]. F. L. Hitchcock, The distribution of a product from several sources to numerous localities, J. Math. Phys. 20, (1941), 224-230.
[2]. A. K. Bit, M. P. Biswal, S.S. Alam, Fuzzy programming approach to multicriteria decision making transportation problem, Fuzzy Sets and Systems 50 (1992) 135-142.
[3]. H. Isermann, The enumeration of all efficient solution for a linear multiple-objective transportation problem, Naval Research Logistics Quarterly 26 (1979) 123-139; Fuzzy Sets and Systems 18 (1986) 15-30.
[4]. S.M. Lee and L.J., Moore, Optimizing transportation problems with multiple objectives, AIEE Transactions. 5 (1973) 333-338.
[5]. J. L. Ringuest, D.B. Rinks, Interactive solutions for the linear multiobjective transportation problem, European Journal of Operational Research 32 (1987) 96106.
[6]. S. K. Das, A. Goswami and S. S. Alam, Multiobjective transportation problem with interval cost, source and destination parameters, European Journal of Operational Research 117 (1999) 100-112.
[7]. LINGO User's Guide (2001), published by Lindo Systems Inc., 1415 North Dayton Street, Chicago, Illinois-60622 (USA).
[8]. Waiel F. and Abd El-Wahed, A multi-objective transportation problem under fuzziness, Fuzzy Sets and Systems 117 (2001) 27-33.
[9]. Quddoos, A., Javaid, S., Khalid, M. M., A New Method for Finding an Optimal Solution for Transportation Problems, International Journal on Computer Science and Engineering (IJCSE) 4 (2012) 1271-1274.
[10]. Verma, R., Biswal, M. P., Biswas, A., Fuzzy programming technique to solve multi-objective Transportation problem with some non-linear membership functions, Fuzzy sets and systems 91 (1997) 37-43.
[11]. Panda, S., Senapati, S., Benerjee, K. and Basu M.., Determination of EOQ of multi-item inventory problems through nonlinear goal programming, Advanced Modeling and Optimization 7(2) (2005) 169-176.
[12]. Ali, I., Raghav, Y.S., and Bari, A., Integer goal programming approach for finding a compromise allocation of repairable components, International Journal of Engineering Science and Technology, 3(6) (2011a) 184-195.
[13]. Ali, I., Raghav, Y.S., and Bari, A., compromise allocation in multivariate stratified surveys with stochastic quadratic cost function, Journal of Statistical computation and Simulation, (2011b) 83(5), pp.960-974. DOI:10.1080/00949655.2011.643890.

## BIOGRAPHICAL NOTES

- Abdul Quddoos obtained his M.Sc. (Operations Research) degree from Aligarh Muslim University (India) in 2010, currently he is pursuing Ph.D. (Operations Research) from A.M.U., Aligarh. He has attended various conferences and workshops and presented a paper on Transportation Problems. His research area is Mathematical Programming.
- Shakeel Javaid obtained his M.Sc. (Operations Research) , in 1990, M.Phil. in 1992 and Ph.D in 1996 from Aligarh Muslim University (India) . During 16 years of teaching, he has taught various courses of Statistics and Operations Research, both at under-graduate and post-graduate levels. His area of research interest is Mathematical and Stochastic Programming. He has published more than twenty six research papers in various national and international journals.
- Irfan Ali received M.Sc. and M. Phil. in Statistics from Aligarh Muslim University, Aligarh, India. Presently he is pursuing Ph.D. from department of Statistics and Operations research Aligarh Muslim University, Aligarh, India. He has published 23 research papers in national and international journals of reputes. He has also presented 4 research articles in national conferences.
- Mohd Masood Khalid obtained his M.Sc. and Ph.D. in Statistics from Aligarh Muslim University (India) in 1971 and 1980. He has served as Lecturer at Higher Institute of Technology at Brack, Libya from 1985-1988. At present he is Chairman in the Department of Statistics and Operations Research, A.M.U., Aligarh India. In his 31 year of teaching experience, he has taught Statistics and Operations Research, both at under-graduate and post-graduate levels. His area of research interest is Integer and Stochastic Programming. He has published about twenty papers in various national and international journals.

